Posolstvo Sviatého Otca Leva XIV.
k 60. svetovému diu spolo¢enskych komunikacnych prostriedkov
Chranit’ Pudské hlasy a tvare

Drahi bratia a sestry!

Tvar a hlas su jedine¢né charakteristiky kazdého Ccloveka; prejavuje sa cez ne jeho
neopakovatel'nd identita a st konstitutivnym prvkom kazdého stretnutia. Cudia v antike to dobre
vedeli. Preto staroveki Gréci na oznacenie ¢loveka pouzivali slovo ,tvar* (prosopon), ktoré
etymologicky oznacuje to, ¢o je pred nasim zrakom, miesto pritomnosti a vztahu. Latinsky
termin persona (z per-sonare) zasa zahtila zvuk: nie hocijaky zvuk, ale nezamenitelny nieci
hlas.

Tvar a hlas su posvitné. Daroval nam ich Boh, ktory nas stvoril na svoj obraz a podobu a
povolal nas k zivotu Slovom, ktorym sa k ndm on sdm obratil; Slovom, ktoré najprv po starocia
znelo v hlasoch prorokov a potom sa v plnosti Cias stalo telom. Toto Slovo — toto Bozie
komunikovanie o sebe samom — sme mohli pocut’ a vidiet’ aj bezprostredne (porov. / Jn 1,1 —
3), lebo sa ndm zjavilo v hlase a tvari Jezisa, Bozieho Syna.

Boh chcel, aby bol ¢lovek od okamihu svojho stvorenia jeho partnerom v dialégu a — ako hovori
svity Gregor z Nisy' — vtla¢il mu do tvare odraz Bozej lasky, aby mohol prostrednictvom lasky
naplno zit’ svoje ¢lovecenstvo. Chranit’ I'udské tvare a hlasy znamena teda chranit’ tato pecat,
tento nezmazatel'ny odraz Bozej lasky. Nie sme druhom zlozenym z vopred definovanych
biochemickych algoritmov. Kazdy z nds ma nenahradite'né a neopakovatel'né povolanie, ktoré
vyplyva zo zZivota a prejavuje sa prave v komunikdcii s ostatnymi.

Ak zlyhdme v tejto ochrane, digitalna technoldgia méze radikélne zmenit’ niektoré zdkladné
piliere l'udskej civilizacie, ktoré niekedy povazujeme za samozrejmé. Simulovanim l'udskych
hlasov a tvari, madrosti a vedomosti, uvedomenia si a zodpovednosti, empatie a priatel'stva,
systémy zname ako umeld inteligencia nielen zasahuji do informacnych ekosystémov, ale
zasahuju aj do najhlbSej urovne komunikacie, do vzt'ahov medzi 'ud'mi.

Nie je to teda technologicka, ale antropologicka vyzva. Chranit’ tvare a hlasy znamena v
kone¢nom dosledku chranit’ samych seba. Odvazne, odhodlane a s rozvahou vyuzivat
moznosti, ktoré pontka digitdlna technolégia a umeld inteligencia, neznamena skryvat’ pred
sebou kritické momenty, nejasnosti a rizika.

Nevzdavajte sa svojho viastného myslenia

Uz dlho existuje mnoho dékazov o tom, Ze algoritmy navrhnuté na maximalizéciu zapojenia do
socialnych médii — €o je pre platformy ziskové — odmeniujt rychle emocie a - naopak, penalizuju
I'udské prejavy, ktoré si vyzadujui viac Casu, ako je snaha o pochopenie a reflexia. Tym, ze
uzatvaraju skupiny I'udi do bublin 'ahko dosiahnutého suhlasu ¢i poburenia, tieto algoritmy
oslabuju schopnost’ pocuvat’ a kriticky mysliet’ a zvysSuju socialnu polarizaciu.

K tomu sa pridala naivna nekriticka dovera v umelu inteligenciu ako vSeveduceho ,,priatel'a®,
poskytovatela vSetkych informacii, archivu vSetkych spomienok, ,,ordkula® vSetkych rad. To
vSetko moze d’alej oslabovat’ nasu schopnost’ analyticky a kreativne mysliet, chapat’ vyznamy,
rozliSovat’ medzi syntaxou a sémantikou.

t Skutocnost’, Ze sme stvoreni na Bozi obraz, znamena, Ze ¢loveku bol od momentu jeho stvorenia vtlaéeny
kralovsky charakter [...]. Boh je laska a zdroj lasky: bozsky Stvoritel’ vtla¢il tuto ¢rtu aj do naSich tvari, aby
¢lovek prostrednictvom lasky — odrazu bozskej lasky — uznal a prejavil dostojnost’ svojej prirodzenosti a
podobnost’ so svojim Stvoritel'om™ (porov. sv. Gregor z Nisy, Stvorenie ¢loveka: PG 44, 137).



Hoci umeld inteligencia mdze poskytovat’ podporu a pomoc pri manazmente komunikacnych
uloh, vyhybanie sa vlastnému mysleniu a uspokojovanie sa s umelou Statistickou kompilaciou
mdze v dlhodobom horizonte oslabit’ nase kognitivne, emociondlne a komunikac¢né schopnosti.

V poslednych rokoch systémy umelej inteligencie ¢oraz viac preberaji kontrolu nad produkciou
textov, hudby a videi. Velkd cast’” l'udského kreativneho priemyslu tak riskuje, Zze bude
rozlozend a nahradend oznacenim ,,Powered by AI“, ¢im sa ludia stanu iba pasivnymi
konzumentmi nepremyslenych myslienok, anonymnych produktov bez autorstva a lasky. Zatial
¢o majstrovské diela 'udského génia v oblasti hudby, umenia a literatury sa redukuju na
obycajné cvicisko pre stroje.

Otézka, ktord ndm lezi na srdci, sa vSak netyka toho, ¢o dokaze alebo nedokéze stroj, ale toho,
¢o mozeme a budeme moct’ urobit’ my, ak budeme rast’ v I'udskosti a poznani s muadrym
vyuzivanim tychto mocnych nastrojov, ktoré mame k dispozicii. Clovek bol vzdy v pokuseni
privlastnit’ si ovocie poznania bez ndmahy a vlastnej angazovanosti, bez skimania a osobnej
zodpovednosti. Vzdat’ sa tvorivého procesu a prenechat’ svoje mentalne funkcie a predstavivost’
strojom vSak znamena pochovat’ talenty, ktoré¢ sme dostali, aby sme rastli ako I'udia vo vztahu
k Bohu a inym. Znamena to skryt’ svoju tvar a umlc¢at’ svoj hlas.

Byt alebo predstierat: simuldcia vztahov a reality

Ked’ sledujeme nase informacné toky (feed), je Coraz t'azsie rozliSit, ¢i komunikujeme s inymi
Iud'mi, alebo s ,,botmi* ¢i ,virtudlnymi influencermi®“. Netransparentné zasahy tychto
automatizovanych agentov ovplyviiuju verejné diskusie a rozhodnutia I'udi. Najmé chatboty
zalozené na vel’kych jazykovych modeloch (LLM) sa ukazuju ako prekvapivo t¢inné v skrytom
presvied¢ani prostrednictvom neustalej optimalizacie personalizovanej interakcie. Dialogicka
a adaptivna mimeticka Strukttra tychto jazykovych modelov je schopna napodobnovat’ l'udské
city a simulovat’ tak vztah. Tato antropomorfizacia, ktord méze byt dokonca zabavna, je
zaroven klamlivd, najmé pre tych najzranitelnejSich I'udi. Pretoze chatboty, ktoré s prilis
»laskavé™ a zaroven vzdy pritomné a dostupné, sa mézu stat’ skrytymi architektmi nasich
emocionalnych stavov a tymto spdsobom narasat’ a obsadzovat’ sféru I'udskej intimity.

Technologia, ktora vyuziva naSu potrebu vzt'ahov, moze mat nielen bolestivé dosledky pre
osud jednotlivcov, ale moZe tiez poSkodit’ socidlnu, kultirnu a politickt Struktiru spolo¢nosti.
K tomu dochadza, ked’ nahradime vztahy s inymi 'udmi umelou inteligenciou, ktora je
vyskolend na katalogizovanie nasich myslienok a nasledne na vytvaranie sveta zrkadiel okolo
nas, kde je vSetko vytvorené ,,na nas obraz a podobu‘. Tymto spdsobom sa nechame okradnut’
o moznost’ stretnat’ sa s druhym, ktory je vzdy od nas odliSny a s ktorym sa mézeme a musime
naucit’ konfrontovat’. Bez prijatia odliSnosti nemdze existovat’ ani vztah, ani priatel'stvo.

Dalsou vel'kou vyzvou, ktord tieto nové systémy predstavuju, je skreslenie (v angliétine bias),
ktor¢ vedie k ziskavaniu a odovzdavaniu skresleného vnimania reality. Modely umelej
inteligencie su formované pohl'adom na svet tych, ktori ich vytvaraji, a mo6zu zase vnucovat’
sposoby myslenia tym, ze kopiruju stereotypy a predsudky pritomné v udajoch, z ktorych
Cerpaju. Nedostatok transparentnosti pri navrhovani algoritmov spolu s nedostatocnym
socialnym zastipenim v udajoch vedie k tendencii, Ze uviazneme v siet’ach, ktoré manipuluju
s naSimi myslienkami, zachovdvaji a prehlbuji existujice socidlne nerovnosti a
nespravodlivosti.

Riziko je velké. Sila simulacie je taka velkd, ze umeld inteligencia nas moéze oklamat
vytvorenim paralelnych ,realit”, priCom si prisvoji naSe tvare a hlasy. Sme ponoreni do
multidimenzionality, kde je Coraz tazSie rozlisit’ realitu od fikcie.

K tomu sa pridava problém nepresnosti. Systémy, ktoré vydavaju Statisticku pravdepodobnost’
za poznanie, nam v skutoCnosti ponukaji nanajvys priblizné pravdy, ktoré su niekedy v
skuto€nosti ,,halucindciami“. Nedostato¢na kontrola zdrojov spolu s krizou zurnalistiky v
teréne, ktora si vyzaduje neustalu pracu pri zbere a overovani informacii na miestach, kde sa
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udalosti odohravaji, moze vytvarat' eSte urodnejSiu podu pre dezinformécie, ¢o vedie k
rasticemu pocitu nedovery, zmétenosti a neistoty.

Mozné spojenectvo

Za touto obrovskou neviditel'nou silou, ktord ovplyviiuje nds vSetkych, stoji len hfstka
spolocnosti, ktorych zakladatelia boli nedavno predstaveni ako tvorcovia ,,0sobnosti roka
2025%, teda architekti umelej inteligencie. To vyvolava vazne obavy tykajice sa oligopolnej
kontroly algoritmickych systémov a umelej inteligencie, ktoré su schopné jemne ovplyviiovat’
spravanie a dokonca prepisovat’ 'udské dejiny — vratane dejin Cirkvi — €asto bez toho, aby sme
si to skuto¢ne uvedomovali.

Vyzva, ktora nas ¢akd, nespociva v zastaveni digitalnej inovacie, ale v jej riadeni a uvedoment
si jej ambivalentného charakteru. Je na kazdom z nés, aby sme zdvihli hlas na ochranu 'udskych
bytosti a mohli tak tieto nastroje skutocne integrovat’ ako spojencov.

Toto spojenectvo je mozné, ale musi sa opierat’ o tri piliere: zodpovednost, spoluprdacu a
vzdelavanie.

V prvom rade zodpovednost. T4 sa mdze Specifikovat’ v zavislosti od konkrétnej tlohy ako
Cestnost’, transparentnost’, odvaha, schopnost’ predvidat’, povinnost’ zdiel'at’ vedomosti, pravo
byt informovany. No vo vSeobecnosti sa nikto nemé6ze vyhnut' vlastnej zodpovednosti voci
buducnosti, ktort budujeme.

Pre tych, ktori stoja na ¢ele online platforiem, to znamena zabezpecit', aby ich podnikatel'ské
stratégie neboli riadené jedinym kritériom maximalizacie zisku, ale aj d’alekosiahlou viziou,
ktora zohl'adiiuje spolocné dobro, rovnako ako ma kazdy z nich na srdci dobro svojich deti.

Od tvorcov a vyvojarov modelov umelej inteligencie sa vyZaduje transparentnost’ a socialna
zodpovednost’, pokial’ ide o principy navrhovania a systémy moderovania obsahu, na ktorych
su zaloZené ich algoritmy a vyvinuté modely, aby sa podporil informovany sthlas zo strany
pouzivatel'ov.

Rovnakd zodpovednost sa vyZzaduje aj od narodnych zikonodarcov a nadnarodnych
regulacnych organov, ktorych ulohou je dohliadat’ na respektovanie l'udskej dostojnosti.
Primerand regulacia méze chranit’ 'udi pred emociondlnym putom s chatbotmi a obmedzit
Sirenie faloSnych, manipulativnych alebo zavadzajucich obsahov, ¢im sa zachova integrita
informécii s ohl'adom na ich klamlivl simulaciu.

Medidlne a komunikacné spolocnosti zase nemo6zu dovolit, aby algoritmy zamerané na
vitazstvo za kazdi cenu v boji o par sekind pozornosti prevladli nad vernostou ich
profesiondlnym hodnotam zameranym na hladanie pravdy. Doveru verejnosti si ziskavate
presnostou, transparentnostou, nie honbou za akymkol'vek zapojenim. Obsah generovany
alebo manipulovany umelou inteligenciou je potrebné jasne oznacit a odlisit od obsahu
vytvoren¢ho 'ud’'mi. Je potrebné chranit’ autorstvo a suverénne vlastnictvo prace novinarov a
inych tvorcov obsahu. Informécie su verejnym statkom. KonStruktivna a zmysluplna verejna
sluzba sa nezakladd na netransparentnosti, ale na transparentnosti zdrojov, zapojeni
zucastnenych stran a vysokej kvalite.

Vsetci sme povolani spolupracovat’. Nijaky sektor nemdze Celit’ vyzve riadit’ digitdlnu inovaciu
a spravu umelej inteligencie sdm. Je preto potrebné vytvorit' ochranné mechanizmy. Vsetky
zainteresované strany — od technologického priemyslu po zakonodarcov, od kreativnych
spolo¢nosti po akademicky svet, od umelcov po novinarov a pedagdgov — musia byt zapojené
do budovania a presadzovania uvedomelého a zodpovedného digitalneho ob¢ianstva.

Toto je cielom vzdelavania: zvysit naSu osobnu schopnost’ kriticky premyslat, hodnotit
spol'ahlivost’ zdrojov a mozné zaujmy, ktoré stoja za vyberom informacii, ktoré sa k nam
dostavaji, pochopit’ psychologické mechanizmy, ktoré aktivuju, umoznit’ nasim rodindm,



komunitdm a zdruZeniam vypracovat’ praktické kritérid pre zdravsiu a zodpovednejSiu kultaru
komunikacie.

Prave preto je stale naliehavejSie zavadzat’ do vzdelavacich systémov na vSetkych trovniach aj
medidlnu gramotnost’, schopnost’ pouzivat informécie a umelu inteligenciu, ¢o uz niektoré
obcianske institucie presadzuju. Ako katolici méZeme a mame prispievat’ k tomu, aby l'udia —
najmd mladi — nadobudli schopnost’ kritického myslenia a rastli v slobode ducha. Takato
gramotnost’ by mala byt tiez integrovana do $irSich iniciativ celoZivotného vzdelavania, ktoré
by mali oslovit’ aj starSich 'udi a marginalizovanych ¢lenov spoloc¢nosti, ktori sa Casto citia
tvarou v tvar rychlym technologickym zmendm vyluceni a bezmocni.

Gramotnost’ v oblasti médii, informacii a umelej inteligencie pomdze vSetkym, aby sa
nepodriad’ovali antropomorfizacii tychto systémov, ale aby ich povazovali za nastroje, aby
vzdy pouzivali externa validaciu zdrojov poskytovanych systémami umelej inteligencie — ktoré
moézu byt nepresné alebo nespravne —, aby chranili svoje sukromie a svoje udaje, pricom
poznaju bezpecnostné parametre a moznosti podania namietky voci ich spracovaniu. Je dolezité
vzdelavat’ sa a ucit’ sa pouzivat’ umell inteligenciu zdmerne a v tomto kontexte chranit’ svoj
obraz (fotografie a zvuk), svoju tvar a svoj hlas, aby sa zabranilo ich pouzitiu pri vytvarani
Skodlivého obsahu a spravania, ako su digitdlne podvody, kyberSikana, deepfake, ktoré
porusuju sukromie a intimitu l'udi bez ich sthlasu. Rovnako ako priemyselna revolucia
vyzadovala zakladni gramotnost’, aby l'udia mohli reagovat’ na novinky, tak aj digitalna
revolicia vyzaduje digitalnu gramotnost’ (spolu s humanitnym a kultirnym vzdelanim), aby
sme pochopili, ako algoritmy formuju nase vnimanie reality, ako funguju predsudky umele;
inteligencie, aké mechanizmy urcuju, ktoré obsahy sa objavuji v naSich informac¢nych tokoch
(feed), aké st a ako sa mézu zmenit’ predpoklady a ekonomické modely ekonomiky umelej
inteligencie.

Potrebujeme, aby tvar a hlas opét’ vyjadrovali osobnost’ ¢loveka. Potrebujeme chranit’ dar
komunikacie ako najhlbSiu pravdu o cloveku, na ktora by sa mala orientovat' aj kazda
technologicka inovacia.

Pri predkladani tychto avah d’akujem vSetkym, ktori pracujui na dosiahnuti uvedenych cielov,
a zo srdca zehnam vsetkym, ktori pracuju s pomocou komunika¢nych prostriedkov pre
spolo¢né dobro.

Vo Vatikéne 24. janudra 2026, na sviatok svétého FrantiSka Saleského.

LEV PP. XIV.



